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Abstract. This study estimates range and spatial 

distribution of terrestrial laser scanning (TLS) er-

rors occurring at deformation monitoring. Simula-

tions of various deformation monitoring scenarios 

were developed and conducted. To model realistic 

monitoring conditions, the simulated spatial data 

are distorted by introduced noise. Also factors in-

fluencing TLS results such as environment, surface 

properties etc. affecting the accuracy of terrestrial 

laser scanning are also accounted for. The simula-

tion results are approbated with a practical case 

study, where vertical deformations at a static bridge 

load tests were determined by actual TLS survey, 

verified also with precise conventional point-wise 

surveying techniques. The modelled accuracy was 

estimated to be ±3.82 mm and ±2.99 mm at two 

simulated scanning locations, which are slightly 

larger than that achieved from the actual defor-

mation monitoring results.  
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1 Introduction 

Terrestrial laser scanning (TLS) technology has 

various applications due to its capability of acquir-

ing detailed 3D information about objects within a 

short time-period. TLS data enable providing a 

complete spatial overview of the 3D deformations 

of engineering structures. This may be far more 

significant than achieving the maximum accuracy 

for a small amount of pre-selected point-wise loca-

tions. Yet TLS technology is not widely used in 

deformation monitoring of engineering structures. 

The main limitations have been insufficient 

knowledge of the accuracy of TLS data, complexity 

of TLS data processing, high cost of TLS equip-

ment and data processing software.  

TLS data have been used for various engineering 

applications, such as for Building Information 

Modeling (BIM) purposes (Larsen et al. 2011, Mill 

et al. 2013, Bosché and Guenet 2014), surveying 

and monitoring of technical infrastructures (Riveiro 

et al. 2011, Pejić 2013, Mill et al. 2014, Nuttens et 

al. 2014) and in monitoring of structural defor-

mations (González-Aguilera et al. 2008, Pesci et al. 

2013, Mill et al. 2015).  

Although TLS would be an appealing tool for de-

tecting ranges and spatial distribution of defor-

mations (due to the high resolution 3D data) of the 

whole surface of interest, two very challenging 

problems remain: (i) selecting correct and appropri-

ate method(s) for data processing and deformation 

assessment; (ii) the need for alternative geodetic 

technology to verify the achieved results. Consider-

ing the nature of the measurement, the selection of 

appropriate data processing method is crucial since 

many data processing methods exist which all have 

their own distinct features affecting he final result. 

Although TLS have been used in various projects 

requiring high accuracy, it is difficult to assess the 

accuracy of achieved results relying solely on TLS 

data, still there is a need for more rigorous geodetic 

technology for reference (e.g. precise levelling or 

tacheometry).  

As with traditional geodetic surveying technolo-

gies, the general problem that could set the TLS 

deformation monitoring at the risk of failure is un-

stable reference points - either natural or artificial 

targets (distinctive object features, retro-reflective 

targets, spherical targets etc.). Unstable targets af-

fect the deformation results especially at two or 

multi epoch monitoring cases, especially when the 

time lag between epochs is long (e.g. once a year). 

TLS data usage for detecting deformations often 

require manipulations with several different compu-

tational stages (importing from TLS, removing 

noise, modelling, analyzing etc.), thus making the 

entire workflow relatively complex and time con-

suming.  

The aim of this study is to investigate the range 

and spatial distribution of terrestrial laser scanning 

errors occurring at a simulated deformation monitor-

ing of an engineering structure of a bridge deck. The 

structure of a bridge deck was chosen to compare 

simulated results with a practical deformation study 

by Mill et al. (2015). For this purpose a direct com-

parison of point clouds proposed by Lague et al. 

(2013) is used. The method is used since it does not 

use data interpolation nor does it create surfaces 

(e.g. TIN, DEM). The method also determines or-

thogonal distances between two point clouds, allow-

ing thus identify outliers.  

As TLS is being often used in deformation moni-

toring works, this study can serve as a useful refer-
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ence to help designing monitoring works and to 

help mitigate the effects of instrumental errors. It 

also explains an example of assessment of errors 

occurring at monitoring of an object at distinct 

scanning locations.  

Outline of the paper is as follows. The introduc-

tion is followed by overview of TLS error sources. 

The methods of detecting deformations using TLS 

data are reviewed in third section. The fourth sec-

tion describes the simulation of point cloud data 

and noise assigning principles. The modelling re-

sults are described in the fifth section. The sixth 

section provides a verification with a practical case 

study. A brief summary concludes the paper. 

2 Terrestrial laser scanning uncer-

tainties  

Since this study investigates errors occurring at 

deformation monitoring of engineering structures it 

is vital to review all possible error sources. As any 

other surveying technology the TLS is also affected 

by different sources of errors – related to object 

properties, operator, equipment, surveying methods 

and the surveying environment. 

Object related errors can be associated with the 

object’s physical properties such as color, reflectivi-

ty, roughness, temperature, moisture level, etc. 

(Kersten et al. 2005, Pesci and Teza 2008, Lichti 

2010, Soudarissanane et al. 2011, Roca-Pardiñas et 

al. 2014).  

Operator related errors can be associated with the 

operator’s theoretical and practical background on 

surveying. These errors also include data pro-

cessing (registration of point clouds, removing of 

unnecessary data, modelling, etc.) (Bae et al. 2005, 

Pesci et al. 2011). 

Ideally equipment should be differentiated by ob-

ject’s nature and the expected results (Schulz 2007, 

Reshetyuk 2010). 

Surveying methods are key factors in the quality 

and accuracy of the surveying results. These errors 

are affected by e.g. the scanner’s orientation meth-

ods on the field, scanning resolution (Alba and 

Scaioni 2007, Kang et al. 2009, Franaszek et al. 

2009, Bosché 2012). 

Environmental errors are mainly associated with 

the environmental effects (humidity, dusty envi-

ronments, temperature, etc.) to the scanning device 

(Pfeifer et al. 2007, Borah and Voelz 2007).  

Each of mentioned error factors contribute to the 

error budget of TLS surveys. 

3 Methods for detecting deformations  

Four of the most common methods for detecting 

deformations using TLS data are explained below. 

1) Assessing deformations by comparing surfaces 

created using digital elevation models (DEM) or 

triangulated irregular networks (TIN) originating 

from different surveying epochs (Zogg and Ingen-

sand 2008, Riveiro et al. 2011, Mill et al. 2014, 

2015). Both DEM and TIN models are sensitive to 

point cloud roughness, missing data (e.g. hidden 

parts) and outliers which are subject to surface in-

terpolation, thus effecting the assessment of defor-

mations.    

2) Assessing deformations by comparing simple 

geometrical shapes like planes, cylinders or spheres. 

The fitting of a geometrical shape into a point cloud 

can be processed in two ways: (i) least squares fit-

ting (Park and Lee 2007); (ii) non-iterative fitting 

where the shapes are described by a few parameters 

(Erdélyi et al. 2014). In fitting simple geometrical 

shapes problems arise with choosing the correct 

mathematical model into which the point clouds 

from different sets of data are fitted into. This is due 

to circumstance that generally no simple and unam-

biguous surfaces exist which could be accurately 

defined. 

3) Assessing deformation through least squares sur-

face matching (Monserrat and Crosetto 2008, Op-

pikofer et al. 2009). The method provides 3D de-

formation parameters, displacement vectors and 

rotations, of the deformed object. Nevertheless the 

method is sensitive to surfaces which have partially 

deformed. 

4) Assessing deformations directly using point 

clouds, also known as cloud to cloud methods: (i) 

using the nearest neighbours averaging technique 

(Abellán et al. 2009); (ii) using the minimal distance 

projection method (Han et al. 2013); (iii) measuring 

orthogonal distances between two point clouds 

(Lague et al. 2013). The benefit of mentioned meth-

ods is that they do not require any intermediate data 

processing and the methods work in 3D. 

This study implements the direct comparison of 

point clouds proposed by Lague et al. (2013). The 

method uses 3D surface normal estimation at a scale 

consistent of surface roughness and calculates dis-
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tances along normal direction between comparable 

point clouds.   

4 Simulated TLS data 

Simulated TLS data has been developed for a lower 

side of a bridge deck. The simulated bridge deck is 

a simplified model without the deck camber and 

beams. The opening span of the simulated bridge 

deck is exactly 60 m and the width of the deck is 

exactly 10 m. The point density of 0.10 m, was 

chosen to simplify the computations, thus the simu-

lated surface consists of 60 701 survey points.  

The coordinates of the survey points in the laser 

scanner’s intrinsic coordinate system (∆xi, ∆yi, ∆zi) 

were generated. The spherical coordinates of the 

point cloud are computed by the well-known rela-

tions in-between rectangular coordinates and spher-

ical coordinates 
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where ρi is the range to the object surface from the 
scanner’s centre, θi is the horizontal angle with re-

spect to initial direction and φi is the vertical angle 

from horizon.  

The simulated data consists in total of four sets 

(two for each epoch) of point clouds acquired from 

two distinct scanner locations in respect to the 

bridge deck. The scanning stations are located: (i) 

under the bridge at the centre of the bridge deck 

(station B1); (ii) at the side of the bridge deck at the 

horizontal distance of 6 m away from the deck (sta-

tion B2) (Figure 1). In both cases the vertical dis-

tance from the scanner centre to the level of the 

bridge lower surface is 4.3 m.  

 

Fig. 1 Top view of the locations of the scanning stations (B1 

and B2) and targets (T1, T2, T3) on the lower side of the 

bridge deck. The coordinate system axes are depicted at left. 

Units are in meters.  

4.1 Simulated TLS data errors 

In order to model realistic deformation monitoring 

conditions, the data are artificially contaminated by 

measurement noise:  

Firstly, errors for each survey point at the level of 

1σ confidence interval were calculated using the 

equation of the combined standard uncertainty with 

independent quantities: 
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where )ˆ(2 P denotes the variance of the survey 

point determined by TLS. Note that P̂  is an esti-

mate of the actual survey point P stemming from the 

TLS range and angle measurements, fn is the func-

tion P=fn(wi),i=1,...,n, relating the observations 

(wi),i=1,...n. The notation P̂  represents a general 

notation for the 3D position of the point in order to 

distinguish it from the specific x, y and z-

coordinate. )(
2

iw is the standard error of an i-th ob-

servable, where (σdist) was taken 0.004 m, the hori-

zontal angle (σh.angle) and vertical angle (σv.angle) un-

certainties were taken 12” (arc-second) (typical for 

many up-to-data TLS devices).  

Secondly, based on the sizes of the calculated 

standard uncertainty values, survey errors at 3σ con-

fidence interval were introduced under the condition 

of normal distribution (ε~N(0,1)). 

As in actual deformation monitoring situation, the 

scanner’s intrinsic coordinate system is oriented 

before the second monitoring session (II scanning 
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epoch) to acquire data in the same coordinate sys-

tem as in the first epoch. For orientation, only sta-

ble targets should be used. The latter is vital to mit-

igate additional errors due to scanner orientation. 

Since target acquisition errors are generally smaller 

than of the single point errors, than the introduced 

target measuring errors are considered three times 

smaller than that of the common survey points. 

For the size of the simulated deformation, the 

bridge deck surface was deflected at the centre part 

for -0.0150 m (Figure 2). Even though several in-

ternational standards related to construction defor-

mations are available (e.g. ISO 2394 design and 

assessment of structures, ISO 13822 assessment of 

existing structures, ISO 14963 guidelines for dy-

namic tests on bridges and viaducts, ISO 18649 

evaluation of results from dynamic tests and inves-

tigations on bridges and viaducts etc.), generally no 

fixed deformation limits exist for static load tests. 

Hereby it is worth mentioning that e.g. in Mill et al. 

(2015) TLS yielded a maximum deflection of -3.2 

cm. In the simulation case the simulated defor-

mation is quite small which could be difficult to be 

detected by TLS, but is noticeable for other geodet-

ic methods, thus it is of interest to study the achiev-

able limits of TLS under certain theoretical condi-

tions. The simulated deformation data was also dis-

torted by noise as described earlier. 

In terms of simplification, noise were introduced 

only for the (along plumb-line) z-coordinate com-

ponent and for the (along-bridge) x coordinate 

component. The y-component is irrelevant, since 

during the deformations no across-bridge deflec-

tions are expected. Recall, that as the surface is 

deflected in the second epoch, both x and z-

components are affected in sense of surface normal 

direction, the deck is deflected along the longitudi-

nal direction which coincides with x-axis direction. 

The distributions of the combined standard uncer-

tainties of the relevant z-component are depicted in 

Figure 3. 

 

Fig. 2 Bridge deck with deflection at the center part for  -

0.0150 m. Note the scale and the deflection distribution his-

togram at the right. Coordinate axes is depicted in the bottom 

right corner, where green indicating x-axis, red indicating y-

axis.  

  

Fig. 3 Distribution of calculated combined standard uncer-

tainty values for z coordinate component for two scanning 

locations B1 and B2 (denoted by white dots on the left-hand 

and right-hand figures, respectively). 

As can be seen from Figure 3, the highest stand-

ard uncertainty values in z-component (0.00400 m) 

are when the scanner is directly under the bridge 

deck at station B1 (Figure 3 left). The main cause 

for this is that from that location the accuracy of the 

survey point is affected only by the distance measur-
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ing accuracy (recall σdist = 0.004 m). At station B1 

the angle of incidence value of the laser beam is 

zero directly above the scanner. The angle of inci-

dence values vary from 0º to approximately 80º 

(arc-degrees) across the surface (cf. section 3).  

At the scanning station B2 (Figure 3 right), the 

standard uncertainty values do not exceed 0.00280 

m, which is due the fact that the survey point error 

is affected at lesser extent by both the distance 

measuring accuracy and angular accuracy. In this 

case the angle of incidence of the laser beam is be-

tween approximately 55º to 85º across the surface. 

Based on the calculated combined standard un-

certainty values it is expected that detecting defor-

mations from scanner station B1 is more affected 

by surveying errors than in station B2. 

5 Results 

5.1 Transformation of the bridge deck data 

The calculated RMS (equation 3) values of the 

transformed target coordinates of the simulated 

monitoring data from the second epoch into the first 

epoch are presented in Table 1. The RMS values of 

the z-component are under one millimetre level in 

both cases at scanning stations B1 and B2. 

n
RMS

n

i
i

 1

2

, 
(3) 

where εi, is error, n is the number of points. 

Table 1. Calculated RMS values of the transformed target 

coordinates from the second epoch into the first 

 
RMSx RMSz 

B1 II epoch into I 0.00295 0.00003 

B2 II epoch into I 0.00175 0.00001 

The transformation i.e. registration of point 

clouds from the second epoch into the first is car-

ried out using the transformation parameters (rota-

tions R and translations T) calculated in transfor-

mation of target coordinates.  

The coordinate transformation was proceeded by 

3D rigid body transformation: 

TRg  ii m , (4) 

where {mi} and {gi}, i=1,...,n are two sets of com-

mon points e.g. lasers canning targets, R is rotation 

matrix, T is a translation vector. 

For estimating the optimal transformation parame-

ters, rotation (R) and translation (T), the closed-

form solution, introduced by Horn (1987), was used. 

The method uses the unit quaternions instead of 

orthonormal matrix to represent rotation. The opti-

mal transformation parameters are found by the least 

squares criterion: 
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n
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2
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min

ˆˆ TmRg  (5) 

To assess the effects of transformation to the rele-

vant coordinate components (x, and z) separately, 

data transformation was proceeded with transfor-

mation parameters without introduced noise. RMS 

values were calculated using the differences of each 

coordinate component, transformed with erroneous 

parameters and with error free parameters. The re-

sulted RMS values are depicted in Figure 4. The 

overall RMSx,z of the relevant coordinate compo-

nents together is found by: 

22
, zxzx RMSRMSRMS   (6) 

 

 

Fig. 4 RMS values of differences of transformed data with 

erroneous transformation parameters and error free transfor-

mation parameters.   

As shown in Figure 4, RMS values are generally 

somewhat higher in scanning station B1. The RMS 

value in z-component at station B1 (±0.00137 m) is 

considerably higher than in station B2 (±0.00040 

m), the latter has relevant influence in the assess-

ment of deformations. The higher RMS values in z–

component are probably due to the scanner location 

in respect to the object where the point cloud is 

more distorted by distance measuring errors (σdist = 

0.004 m, cf. Figure 3). The RMS values in x-
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component in station B1 are at sub millimetre level 

thus having marginal or no influence in the assess-

ment of deformations.  

The results of transformation of the second data 

from station B2 show only sub millimetre RMS 

values at x and z-component.  

The assessment of the effects of transformation to 

each coordinate component also indicated that de-

formation monitoring result should be more accu-

rate from station B2 that is located at the side of the 

bridge deck. 

5.2 Noise level 

The simulated data in the first scanning epochs, 

when the surface was not deformed, errors were 

introduced only for the crucial z-coordinate compo-

nent. The RMS values of the noise level in z-

components were ±0.00252 m and ±0.00209 m for 

stations B1 and B2, respectively.  

To assess the overall magnitudes of the measur-

ing noise level of the simulated data of the second 

epochs, RMS values were calculated based on the 

point clouds free of all errors and point clouds with 

errors. In addition, these clouds were also affected 

by transformation (Figure 5). 

 

Fig. 5 RMS values of differences of error free data and erro-

neous data. 

The RMS values in Figure 5 show that both data 

sets suffer from somewhat identical noise magni-

tudes. As the nature of the deformation in the simu-

lated bridge deck is in the direction of z-axis, the 

noise level in z-component is most crucial. 

The overall noise level of the I and II epochs is 

calculated by equation (6) using the z-component 

RMS values of each epoch. The results appeared to 

be ±0.00382 and ±0.00299 m for scanning station 

B1 and B2, respectively. 

5.3 Assessment of deformations of the 

bridge deck  

For deformation assessment point clouds from two 

simulated scanning epochs were compared using the 

method proposed by Lague et al. (2013). The results 

of the comparisons of the two scanning epochs from 

separate scanning locations (B1 and B2) are depict-

ed in Figure 5.  

Although clearly the spatial distribution of the 

comparisons are well noticeable between the two 

scanning locations (B1 and B2), the magnitudes of 

the deflections are both within reasonable sizes (see 

Table 2). Nevertheless, since the actual size and the 

distribution of the deformation is known, the distri-

bution and the nature of the detected deformation 

from station B2 is more equivalent to the true de-

formation (-0.0150 m cf. Figure 2). The latter can be 

associated with larger angle of incidence values 

where the instrument’s distance measuring accuracy 

has less effects in the accuracy of the survey point 

as in the case of surveying in the perpendicular di-

rection. 

 

  

Fig. 6 Comparison of the simulated bridge deck surface. 

Figure A illustrates the comparison of the I and the II epoch 

data in the case where the scanner (B1) is located directly 

under the bridge deck. Figure B illustrates the comparison of 

the I and the II epoch data in the case where the scanner (B2) 

is located at the side of the bridge deck. Note the grey areas 

on the scale bares which indicates no values. 

In Table 2, the achieved minimum and maximum 

results confirm with previous assessments, that from 
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location B1 the data comparison displays more 

noise than from location B2. Thereby other statis-

tics are also slightly higher, which also confirms the 

existence of higher noise level.  

Table 2. Statistics of the comparison (Figure 6) of deflected 

and without deflection bridge deck data 

Station Min [m] Max [m] μ [m] RMS [m] 

B1 -0.02134 0.00530 -0.00795 0.00470 

B2 -0.01769 0.00364 -0.00729 0.00444 

6 Practical case 

A practical study of monitoring of deformations 

with a TLS of a reinforced concrete cantilever 

bridge was carried out in 2013 (Mill et al. 2015).  

The monitoring process with a TLS was carried 

out at the side location of the bridge at a safety dis-

tance due the risk of collapse of the structure. Simi-

larly to the simulated deformation monitoring case 

the scanner was reoriented before each TLS session 

to ensure the stability of the scanner.  

Results from Mill et al. (2015) indicated that the 

achieved accuracy of TLS deformation monitoring 

was ±2.8 mm. In this case the angle of incidence 

values were assessed to be 80-87°. The achieved 

TLS results were verified by high-precision level-

ling. 

The results in Mill et al. (2015) indicated that the 

deformations of the beams of the bridge were ho-

mogeneous by nature in both longitudinal directions 

when moving away from the loading point. The 

beams deformed into an arch shape structures, simi-

lar deformation characteristics were detected in the 

simulation (Figure 5) at scanner station B2. The 

distribution of the deformation over the concerned 

area is uniform in both longitudinal direction and is 

easily to recognize 

7 Conclusions 

This paper focused on a theoretical study of the 

accuracy of monitoring deformations with a terres-

trial laser scanner with modelled accuracy parame-

ters.  

The simulation results showed that smaller sur-

veying errors are achieved when deformation moni-

toring is carried out from locations where the angle 

of incidence of the laser beam is greater than 50º 

(arc-degrees), thus the instrument’s angular and 

distance measuring accuracies affect the accuracy of 

the survey point at lesser extent. The latter is well 

described by the maximum values of the calculated 

combined standard uncertainty values in z-

component 0.00400 m and 0.00280 m for stations 

B1 m and B2, respectively. 

The introduced noise level at 3σ confidence in-
terval level of stations B1 m and B2 at the first 

epoch were ±0.00252 m and ±0.00209 m, respec-

tively. At the second epoch, the noise levels were 

calculated to be ±0.00287 m and ±0.00214 m for 

stations B1 and B2, respectively. The overall magni-

tude of noise level of the I and II epochs after trans-

formation is ±0.00382 and ±0.00299 m, respective-

ly. 

The assessed noise level in z-component of the 

simulated deformation monitoring showed slightly 

lower accuracy (±0.00299 m) than in the practical 

case in Mill et al. (2015), where the verified accura-

cy was ±2.8 mm. Both results were achieved at the 

side location of the objects. The assessed noise level 

at simulated station B1 located under the bridge was 

±0.00382 m. 

The study also revealed that the nature of the de-

formation from location B2 is similar to the nature 

of the deformation found in Mill et al. (2015). 

In future monitoring projects it is advisable to 

choose the laser scanner location based on the ex-

pected angle of incidence values and to avoid sur-

veying perpendicular to the object. The study 

showed that using a laser scanner with given accu-

racy specifications (σdist = 0.004 m, σh.angle and 

σv.angle = 12”) for monitoring purposes the achieva-

ble accuracies are above two millimetre level. 
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